Addressing Performance Challenges in

Serverless Computing

Serverless Computing Function-as-a-Service (FaaS)

* Event-Driven; no ephemeral processes * Aform of serverless computing

» Granular Billing; Pay per execution Sefveness » User provides functions (source code)

* (Almost) no operational logic Paas . Sa2aS ssas | ® Provider manages resources, lifecycle, and

. event-driven execution of functions

Why Serve rl €sSs com p Uti n g ? SO anSVﬁgo;/:\g?\;ges the Operational Loglcélg R

» User can focus solely on business logic; deferring operational logic to cloud provider.
» User only pays for actual usage (not for reserved or unused resources).
* Provider has more insight and control over workloads to improve the low cloud resource utilization. [3]

Challenges Approach

* SPEC RG Cloud: independent, multi-country, multi-
institution, multi-disciplinary (DistribSys, SWEng, PerfEng)
» Target community and interdisciplinary challenges.

* Community challenges: Lack of terminology,
standardization, portability, and benchmarks. [1]

* Many challenges in (system) operations, software
engineering, and performance engineering.

* Performance challenges: overhead, workload
prediction, better scheduling policies. [2]

* (@Large Research: approach specific challenges using
our expertise and background (DistribSys, grids,
workflows, graph processing).

Personal Experience Preliminary Results

FaaS Reference Architecture

#% fission

.,.....’.....‘-'. workflows * Extensive survey (~100 systems) of current cloud landscape.
* |dentified use cases and common components.

* Workflow-based cloud function composition. » FaaS reference architecture, based on initial mapping:

* Built on top of production-grade infrastructure.

® Pluggable arChitec'ture tO SuppOrt m Ultlple Function Composition Layer A 100% Business Logic
FaaS p I atfo rms and cl ou ds. [Workflow Registry] [Workflow Scheduler] [Workflow Engine]
* Introduces the Serverless Workflow Language. Function Management Layer
o Red UucCes fU n Ction d eplOyment laten Cy USing | [Function Registry] [ Funcl;c/ilc;rr\];_ggfycle ] [ Function Builder ] [ F;gﬁ’;ié)rn J -
prewarming. Security | Monitoring
Resource Orchestration Layer
[ Naming Service] [Resource Manager] [ gfﬁgg&feer ] [ Node Agent ]

Resource Layer

[ Compute ] [ Network ] [ Storage ] v 100% Operational Logic

Roadmap

M SPEC Roadmap Design a reference architecture
B @Large Roadmap for FaaS

Survey challenges in serverless Computingy

Design initial serverless benchmark| | Ilterate on benchmark

Invite industry to contribute platforms and workloads

Design and evaluate QoS-based scheduling policies

Design Fission Workflows prototype ,

2017 | 2018 | 2019
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Interested in the next step in cloud computing? Join us!
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